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My opinion on how and why sigmoid and softmax materialize.

Sigmoid
Consider the transformation

p = arg min wx
wel0,1]

where z € R, w € [0,1] and p € [0,1].
p with entropy regularizer

p=arg min wz —wlog (w) — (1 —w)log (1 — w)
we[0,1]

Differentiate the objective function with respect to w and equate to 0
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Softmax

Consider the transformation

p = argmi(w, x)



where x € R4, w € S C [0,1] such that S = {w | Zf w; = 1}, p € [0,1]% and Z?Zl pi=1.

p with negative entropy regularizer

d
D = angin(w, ) + 3 wilog ()
=

Since w € S, add a Lagrange multiplier A ((w, 1) — 1) to the objective function.
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p= argvrglelrsl<w,x> + ;wi log (w;) + A ({(w,1) — 1)
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Differentiate the objective function with respect to w; and equate to 0

x; +1+1log(w;)+A=0
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Set A such that Zf wri=1
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