Currency Recognition on Mobile Phones

Suriya Singh?, Shushman Choudhury?, Kumar Vishal'* and C.V. Jawahar!
“11IT Hyderabad >IT Kharagpur

Recognizing currency bills in cluttered

B. Instance Retrieval

scenes and challenging situations on a
low-end mobile phone. This mobile
application is intended for robust,
practical and easy use by the visually |
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e The real-world usage by the visually impaired introduces challenging

queries in terms of the image quality, the portion of the bill visible, 3. Retrieval Stage - Each test image histogram is compared to the training set via cosine similarity. The ten

illumination and clutter. most similar images are retained.

_ : L . . : 4. tial re-ranking - To ensure spatial consistency of keypoints, we use geometric verification (GV) b
e Strong restrictions in the memory, application size, and processing time. Spatial re-ra 8 P Y yp ) g (GV) by

fitting the fundamental matrix.

* A thin index structure is used to make the application efficient and 5. Classification - Each retrieved image votes for its image class by the number of spatially consistent

compact.

Method Overview

keypoints. The class with the highest vote is returned as the result.

Experiments and Results

* High-level control flow diagram Dataset * — 2584 images captures the possible use cases of a visually impaired user.
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e A conceptual schematic of the back-end Images from the dataset with bills in varying Various statistics that reflects the dataset’s comprehensiveness.
illumination and background.
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